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Abstract

The Community Earth System Model (CESM) is one of US’s leading earth system modeling frameworks, which
has decades of development history and was embraced by a large, active user community. In this paper, we first review
the software development history of CESM and we explain the general objectives of performance analysis. Then we
present an offline global community land model simulation within the CESM framework to demonstrate the procedure
of runtime tracing of CESM using the Vampir toolset. Finally, we explain the benefits of runtime tracing to the general
earth system modeling community. We hope those considerations can be beneficial to many other modeling research
programs involving legacy high-performance computing applications.
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1. Introduction

The Community Earth System Model (CESM) administrated by the National Center for Atmospheric Research
(NCAR) is one leading US earth system model. The original version of CESM was created in the 1980s as the
Community Climate Model (CCM). During the next two decades it was steadily improved and was renamed to
Community Climate System Model (CCSM) after the Climate System Model components were introduced in the mid
1990s [1]. In 2004, NCAR released the third version of CCSM, which contained new versions of all component models.
In 2007, this version of CCSM (called CCSM3) was used in the Intergovernmental Panel on Climate Change (IPCC)
Fourth Assessment Report, alongside many other global climate models from different countries and institutions. In
2010, a new version of CCSM was released, and further evolved into the new Community Earth System Model (CESM).
Currently, CESM contains five major community model components, atmosphere, ocean, sea ice, land, and land ice
sheet, as well as associated data models to simulate earth systems.

Performance analysis of the CESM has been conducted along with the development of each individual physical
(atmosphere, land, ocean, etc.) and software component (coupler, parallel I/O). For example, the source code of CESM
(version 1.0), contains a general purpose timing library (GPTL) [2] and interfaces to the Performance API library
(PAPI) [3]. Herein, we present our own method, which explores the feasibility and benefits of using a runtime tracing
library to accomplish the performance analysis.

Email addresses: domkej@ornl.gov (Jens Domke), wangd@ornl.gov (Dali Wang)



J. Domke, D. Wang / Procedia Computer Science 00 (2012) 1–9 2

In the following sections, we first present an offline global community land model simulation within the CESM
framework, then we explain the detailed procedure of runtime tracing of CESM using the Vampir toolset. After that, we
design several computational experiments to explore the performance of the offline global community model simulation
on a Cray XK6. Finally, we explain the opportunities and impacts of runtime tracing to the general earth system
modeling community.

2. Offline Community Land Model Simulation within the CESM Framework

The whole system of CESM is reconfigurable, which provides a flexibility to the community to design their own
computational experiments. Herein, we reconfigure CESM into an offline global community land model simulation.
Scientifically, this configuration uses historical climate forcings to drive the active land component simulation, and
provides unique capabilities to verify and calibrate the land modeling activities with observational datasets.

The model components of the offline global community land model simulation contain a data atmosphere model,
the active Community Land Model, and stub ocean, ice, and glacier models. The data atmosphere model reads in
climate forcings to drive the active Community Land Model, version 4 (CLM4) [4]. CLM4 includes a complete
prognostic treatment of surface energy, water, carbon, and nitrogen fluxes and state variables for both vegetated and
non-vegetated land surface. Recent model development includes improved surface energy partitioning and thus water
cycling [5, 6], and an improved ability to reproduce contemporary global patterns of burned areas and fire emissions [7].
Sub-surface hydrology parameterizations have also been changed to improve prediction of permafrost dynamics [8].
The coupled biogeochemistry functionality of the carbon and nitrogen cycle of CLM4 is an optional component,
designated CLM-CN. All land modeling efforts described in this paper are performed with activated CLM-CN. The data
exchange (including mass, energy, etc.) between each of those system components is enabled by a coupler [9], which is
a software component that simplifies and expedites system integration. CESM utilizes the Network Common Data
Form (NetCDF) for model input and output. Other CESM software components include an application driver, timing
utility, parallel I/O [10], etc. CESM also provides a complex structure of shell scripts, which allow science-oriented
modelers to reconfigure, compile, build, and submit jobs in an automatic fashion. It is an extremely valuable feature for
CESM users to conduct computational experiments on a variety of high-performance computers [11]. We will show
how to enable event tracing for the CESM framework in the following section.

3. Runtime Tracing of the CESM

3.1. Gathering of Performance Data

One step in performance analysis is the gathering of performance data itself. Depending on the level of detail you
need or want to see, you may use different technics. Sampling or profiling have usually a low overhead, but have also
a lack of detail. Sampling, e.g. with CrayPat [12] or the HPCToolkit [13], allows a general overview on how many
time is spend in different functions and could reveal an estimated performance of the program sections while reading
performance counters at the sampling points.

A more accurate method is profiling, where statistical information are gathered, like number of function calls and
mean runtime of specific functions. GProf is one example for profiling the function calls of the program. Another
example is the Integrated Performance Monitoring (IPM) tool [14], which is designed to profile MPI, OpenMP and file
I/O calls. This can be combined with the analysis of PAPI counter for the program. As discussed in Section 1, the
CESM has integrated profiling methods. This has three disadvantages, the first is the programming overhead while
developing new routines or maintaining old code sections. Second, as long as not all functions are instrumented,
the information are limited. The last disadvantage is, that profiling cannot be applied on subsections of the already
instrumented source code without mayor changes in the build system or program code.

Even more information, compared to sampling and profiling, can be collected with event tracing. Instead of
recording statistical information about events in the program code, the events and associated attributes are saved. An
example is a MPI send operation with its begin and end timestamp and attributes, like communication partner, buffer
size, etc. Hence, the exact program behavior can be reconstructed and analyzed. Toolsets like Scalasca [15] and its
EPILOG trace format or TAU [16] are designed to monitor and analyze large-scale programs on a high level of detail.
A further representative for tracing tools is the Vampir framework, which uses the Open Trace Format (OTF) [17] to
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save the event data. We will introduce the Vampir framework in the next sections and show how we used the framework
on CESM to gather information for further performance tuning.

3.2. VampirTrace
One component of the Vampir framework [18, 19] is VampirTrace (VT). The purpose of VampirTrace and its tools

is to instrument the source code of the program and to manage the recording of events while the instrumented program
is running. VampirTrace supports several programming languages. In detail they are C and Fortran, which is important
for the tracing of CESM, and C++ and Java. The instrumentation can be done manually by the programmer, via
compiler flags or with dynamic instrumentation of the binary. A detailed explanation on how these methods work can
be looked up in the Vampir overview paper written by A. Knüpfer, et al., 2008. The fourth method of instrumentation is
the usage of the TAU instrumentor to insert the necessary function calls into the source code. We used the latter method
to be more flexible in terms of which functions or source files we want to instrument and to overcome the number of
functions in the CESM source code, which cannot be instrumented manually within a reasonable time. We will specify
this in Section 3.4. During the run of the instrumented program the recording library is responsible for processing the
events and for transmitting them to the OTF library. The OTF library saves the events as an OTF record in an event
stream. One event stream is written for each MPI process, OpenMP thread, POSIX thread and/or other thread, which is
executed on an accelerator, like GPUs or Cell’s SPEs [20].

3.3. Vampir
The Vampir framework includes a second component, which can be used to visualize the data/events gathered

during the program execution. This component can be subdivided into VampirClient and VampirServer. The server
analyzes the event streams of one or more traces simultaneously. The client puts the information of the server into
graphs. Therefore the client provides a variety of displays, like the ”Master Timeline” or the ”Communication Matrix
View”, and functionality, like zooming and filtering. We will show some of the displays in Section 4 in context with the
tracing of CESM. The general benefit of the client/server model is the capability to process trace files in parallel, i.e.
multiple server processes can be used for one or more traces. This parallel processing overcomes the challenges [18],
which are the product of the growing number of nodes, CPUs and cores of the current HPC systems.

3.4. The configuration of CESM to use VampirTrace
The user is faced with three major challenges while tracing an application. The first one is to figure out what type

of information should be collected, i.e. which information is needed for further understanding, performances analysis
and/or rewriting of parts of the application. The next challenge is the tradeoff between the amount of information
needed and the amount of data written to the trace files. In general, it is easy to gather every information one can get
from an instrumented application, i.e. by using the automatic compiler instrumentation, mentioned in Section 3.2.
But in doing so, the trace streams might grow to a non-processable size, i.e. terabytes of data per stream. The third
challenge is the runtime behavior of the application. Each traced event adds a small timeframe to the runtime [18]. A
far too detailed instrumentation on the one hand could lead to a large overhead of more than 100% for the runtime and
on the other hand could lead to a different program behavior, e.g. bottlenecks or imbalances become invisible. In the
following we will address these challenge for CESM and show how we solved the problems.

In the first place we are interested in the MPI pattern of CESM to look for computational imbalances. Additionally
we wanted to analyze the I/O behavior and the performance of the computation. To enable this, we have to change the
compiler for the CESM framework in the Macros.<casename> file:

FC := vtf90 -vt:f90 ftn -vt:mpi -vt:inst manual

CC := vtcc -vt:cc cc -vt:mpi -vt:inst manual

The default Cray compiler wrappers on the Cray XK6 are exchanged with the VT wrapper. Since the VT wrappers do
not recognize the Cray wrappers as MPI compilers without the ’-vt:mpi’ flag, it is necessary to enable MPI tracing via
’-vt:mpi’. The ’-vt:inst manual’ flag tells the VT wrapper that the source code contains manual instrumentation, i.e.
calls to the VT library, and that it is not necessary to invoke the automatic compiler instrumentation. Despite the use of
manual instrumentation, MPI calls are traced. Therefore, even without any manual instrumentation of the source code,
we see the MPI pattern of CESM. The additional tracing of I/O calls and PAPI counter (floating point operations per
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second, total cache misses for L2 cache, data cache accesses for L2 cache) is enabled via VampirTrace environment
variables in the env mach specific file of CESM:

setenv VT_IOTRACE ’yes’

setenv VT_METRICS ’PAPI_FP_OPS:PAPI_L2_TCM:PAPI_L2_DCA’

setenv VT_BUFFER_SIZE 512M

Supplementary, we increase the default trace buffer size (which is 32 MiByte) to 512 MiByte, so that no intermediate
buffer flush will disrupt and influence the application execution. The results of this trace configuration can be seen in
Section 4.1.1, 4.1.3 and 4.1.4 for the test case on 48 cores and in Section 4.2 for the one-year run on 240 cores.

Our next interest is the call graph of CESM and the differentiation of the components, e.g. land, atmosphere, etc.
Using compiler instrumentation for the complete CESM source code does not work. The reason is a large number of
very small subroutines, which are called millions of times. They produce too much trace data and the overhead is too
high to make a meaningful statement on the performance of CESM. The filtering capabilities of VampirTrace might
reduce the data, but the calls to the VT library are still present in the source code. Therefore, we cannot reduce the
runtime overhead as needed, refer to Section 4.8 of [18] for details. For this reason, we use the TAU instrumentation,
where we are able to prevent functions and complete source files from being instrumented. In the first iteration we used
the TAU instrumentation for the complete source code, and the profiling mode of VT, to get the number of function
calls per function. The profiling mode was enabled via the environment variable VT MODE=STAT. For the next
iteration and final trace we generated the tau.selective file to filter functions and complete source files, like the timing
routines of the GPTL library. We used the profiling mode to identify and to filter all function with more than 5, 000
calls per process. To use the tau.selective file together with the TAU instrumentation of VT, we have to change the
compiler to the following:

FC := vtf90 -vt:f90 ftn -vt:mpi -vt:inst tauinst -vt:tau -f -vt:tau tau.selective

-vt:cpp fpp -vt:preprocess

CC := vtcc -vt:cc cc -vt:mpi -vt:inst tauinst -vt:tau -f -vt:tau tau.selective

One problem was the TAU instrumentor, which produced incorrect instrumentation for Fortran code, when user-defined
macros are preset directly after the variable declaration. We solve this by using a shell script, called fpp, which calls
the preprocessor of our compiler and redirects the output to a specific file, defined by VT. Another problem were the
build scripts of CESM, which removed the apostrophes from the original VT flag: -vt:tau ’-f tau.selective’. A patch
of the VT wrappers enabled the possibility to split this flag into two flags. The wrapper composes these two flags
internally and passes them to the TAU instrumentor. In addition, we generated a VT group specification file, which
was loaded via the environment variables like before: setenv VT GROUPS SPEC vt.groups. This group specification
enables the possibility to gather all function of one component in a group with its own color, to distinguish the different
components in the trace. We will show the result of this approach in Section 4.1.2.

4. Computational Experiments and Results

In this section, we present two computational experiments. The first one is a short term (two-day) simulation with
48 cores, which provides the opportunity to investigate the computational intensity, message passing pattern, call graph,
as well as I/O pattern. The second case is a one-year simulation using 240 cores to investigate the communication and
computational changes associated with ecosystem responses along with seasonal changes.

4.1. Short-term (2 days) simulation using 48 cores
CESM contains a straightforward way to reconfigure the parallel environment, i.e. number of MPI processes and

number of OpenMP threads, for each component. The first case is designed to compare the efficiency of MPI-only
code and MPI/OpenMP-hybrid code. The result, shown in Fig. 1, reveals that OpenMP is not fully enabled in the
data atmosphere model. Thereby the overall execution time for the MPI-only case is shorter. The reason is, that one
MPI process has to initialize the same amount of data for the hybrid case, which is initialized in parallel by four MPI
processes for the other case. For the land model, the performance of both configurations looks different, but does not
vary dramatically in terms of the runtime. Since the data atmosphere model is not OpenMP parallelized, we use all 48
cores for MPI processes in all following cases. The stubs for ocean, ice and glacier are executed on one core.
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Figure 1: Left: Master timeline of the MPI-only case (duration: 398 s); Right: Master timeline of MPI/OpenMP-hybrid
simulation (duration: 1886 s; data atmosphere model is not OpenMP parallelized); Coloring: illustrated in Fig. 4

Figure 2: Left: MPI communication pattern of the land simulation for 24 h; Right: communication pattern of the
coupler after one time step (zoom-in to one black vertical line of the left graph)

4.1.1. Communication pattern of the MPI simulation
The left graph of Fig. 1 is the overview of the whole simulation, and the left graph of Fig. 2 shows a zoom-in

to the land model simulation. From the left graph of Fig. 1, two characteristics are obvious. First, the simulation
starts with the climate data processing at process 0, which indicates that the parallel I/O is not enabled in the data
atmosphere model. Second, the long waiting time of MPI Allreduce for the processes 12–35 is caused by the static
computational domain partitioning, which is based on the land mask. From the left graph of Fig. 2, it is clear that
the MPI communication only happens at the end of each time step (30 min time frame) via the coupler. Fig. 2, right,
shows the MPI communication pattern between two of these 30 min time frames. It is designed to enable the potential
flux exchange between land and atmosphere. Since there is no communication required for the land model driver and
biogeophysical and biogeochemical routines, the complete communication pattern is defined by the flux coupler. This
involves extensive global communications, shown in Fig. 3.

4.1.2. Call graph and function grouping
We grouped all function calls according to the source module. Fig. 4 shows the accumulated exclusive time per

function group, such as shared components, MPI, physical component (atmosphere and land), and auxiliary utilities. It
is obvious that the MPI communication time is significant. Fig. 5 shows the call graph with the inclusive time for the
function calls on root process 0. The common depiction of a call graph uses exclusive times, i.e. a bar will be drawn
when the program executes instructions of the corresponding function. We use the call graph with the inclusive times,
because we gain a general overview of the simulation, especially of the distribution into different components. From
this graph, we can see that the data atmosphere model spends most of the time on interpolating climate forcings (solar
radiation, precipitation, and surface temperature, pressure, etc.). It is evident that the major software complexity, in
terms of call stack depth, comes from the simulation time manager inside of the coupler.
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Figure 3: Comm. matrix of flux coupler (from Fig. 2, right)

All Processes, Accumulated Exclusive Time per Function Group
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Figure 4: Grouping according to source module
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Figure 5: Call graph of process 0 (inclusive time)
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Figure 6: PAPI counter (flop/s) on root process 0
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Figure 7: Summary of I/O statistics

4.1.3. Hardware Performance Counter
As shown in Fig. 6, the flop/s performance changes dramatically during the simulation. The simulation starts with

I/O preparation and operations. After that, we see the peak performance for the data atmosphere model, which is
≈ 1,000 Mflop/s. The peak performance of the land model simulation is around 180 Mflop/s. It is also interesting to
see that the average flop/s performance during the land model simulation is around 100 Mflop/s (see Fig. 8), which
is mainly determined by the computation of the ecosystem behavior. Further performance characteristics of the land
model can be looked up in Section 4.2, where we investigate the inter-annual changes and changes during the day.

4.1.4. I/O Activities
Fig. 7 shows the I/O statistics of the short-term simulation. From the graph it follows that the simulation uses ASCII

data files to locate the input dataset. In addition, there is a detailed logfile for each component, including atmosphere,
land, and coupler. Other than that mentioned, drv in contains the general information about the simulation, i.e. case
name, flux exchange rate, parallel environmental configuration, etc. The lnd in file contains the input filename for the
land component. The restart file for our simulation is i1850cn cru ctl4.clm2.r.1290-CN-01-0000.nc. The most I/O
operations are done via STD OUT, which is used to record the runtime status of the whole simulation. Although I/O
has been considered as one potential bottleneck of the parallel CESM simulation, our study shows that I/O is not the
bottleneck of global offline CLM simulation, see accumulated exclusive time for LIBC-I/O in Fig. 4.
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Figure 8: Flop/s for one day in different seasons. The performance spikes in those figures belong to the coupler.

4.2. Long-term simulation with a 240 core configuration

In this section, we design a one-year simulation to investigate the overall computation and communication ratio and
the computational intensity changes along with inter-annual changes. Our method can be described as follows: we will
make a two-month cold start run from January 1, 1850 to generate an initial restart file for the first trace run. The restart
file of the two-month run will be taken for the spring simulation (Mar. 1 – May 31). After the spring season a new
restart file for the next season will be generated. We generate traces for the remaining seasons accordingly: summer
(Jun. 1 – Aug. 31), fall (Sep. 1 – Nov. 30) and winter (Dec. 1, 1850 – Feb. 28, 1851). The experiments are designed
with the considerations of job queue policies at Oak Ridge National Laboratory, the expected trace size and our preset
512 MiByte buffer size limit for VampirTrace.

4.2.1. Communication vs. computation ratio
First of all, we look at the communication vs. computation ratio for the spring simulation. One fact is, that the ratio

of 1 : 2.73, i.e. 26.8% of the runtime was spent on communication, is not good for the complete simulation, and might
reduce the speedup while increasing the number of cores. Most of the MPI time was spent in MPI barriers in the data
atmosphere model and in context to I/O activities. Compared to this, the ratio is better, when the active land component
calculates the climate changes for April 1850. In that case only 15.1% of the runtime was spent on communication.
All the communications come from the explicit synchronizations required by the simulation time manager and shared
software component. At the current stage of the geophysics and biogeochemistry implementation (without river
routines), each land component cell could be computed independently, which would reduce the communication
overhead.

4.2.2. Computational intensity
The global offline CLM simulation adapts a static domain decomposition. Therefore, the computational domain

on each process is directly associated with a specific geographic location. Since the land system characteristics,
such as photosynthesis, have a strong relationship with the climate forcings (such as solar radiation, temperature and
precipitation, etc.), it is possible to identify the seasonal behavior changes via the computational intensity. Fig. 8 shows
the flop/s on process 122, which is associated with a deciduous forest, for a 24 h time frame, from midnight to midnight.
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As shown in Fig. 8, the computational intensity of ≈ 76 Mflop/s–96 Mflop/s in winter and fall is relative low
compared to ≈ 80 Mflop/s–106 Mflop/s in spring and summer. In addition the computing intensity changes along the
day, the lowest intensity is present in the wee hours and the highest intensity is present after noon. A similar trend can
be found on several other processes. This feature has the potential to provide an opportunity to identify short-term
climate extremes (like spring freeze), intensive precipitation or disturbances (fire) during the simulation. The reason is
that those events will trigger different ecological processes, which have different computational intensity. Currently, it
is common practice that monthly outputs (≈ 500 MByte each) are generated to provide information on inter-annual
ecosystem variability. The monthly outputs may ignore the impact of short-term climate extremes. Therefore, the
capability of detecting these extremes thru runtime tracing is valuable.

5. Summary and Conclusion

In this paper, we used VampirTrace to generate runtime event traces of the global offline Community Land Model
simulation within the CESM framework. Afterwards, we used Vampir to visualize and analyze those trace files. We
believe that runtime tracing is a helpful performance analysis method for the community earth system modeling,
in addition to the current profiling utility of CESM. The benefits of runtime tracing, especially with the Vampir
toolset in combination with TAU to instrument the functions, are the level of detail, which is adjustable without
modifications of the source code, and the visualization and partial automatic analysis of the trace data. The activation
of additional sources of information, like I/O tracing and hardware performance counters, during the tracing of the
simulation enables the search for bottlenecks or examination of assumptions regarding performance and bottlenecks,
see Section 4.1.1, 4.1.3 and 4.1.4.

From the performance toolset development perspective, the practice with the Community Earth System Model
provides new opportunities to enhance the functionality and robustness of the Vampir toolset, especially related to
long-term simulations of legacy HPC applications. We would not have been able to accomplish the analysis without
the enhancements of VampirTrace during the preparation of the experiments, i.e. the support for I/O tracing on the
Cray XK6 and the implementation of new flags for the VampirTrace wrapper to harmonize with the complex build
system of CESM.

From the software engineering perspective, we see the runtime overhead produced by the implementation of the
flux coupler, as well as the overhead of the timing management utilities. Considering that the computational intensity
shifts along with season changes, mainly due to the ecosystem’s responses to the climate forcings on spatial and
temporal dimensions, we may need to adapt the dynamic load balancing during the simulation [21]. Furthermore, an
OpenMP-parallelized implementation of the data atmosphere model would decrease the runtime of CESM simulations,
which are not fully coupled.

Lastly, we would like to mention that the collaboration between performance tool developers and application
developers is the key for this type of research on high-performance computers. We view this research as the start
of a long-term collaboration. Besides the above mentioned dynamic load balancing, future work will include the
performance analysis on other active components (atmosphere, ocean, ice and glacier), and a fully coupled CESM
simulation.
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